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Online Robot Teleoperation Using Human 
Hand Gestures: A Case Study for Assembly 
Operation 

Nuno Mendes, Pedro Neto, Mohammad Safeea and António Paulo Moreira * 

Abstract A solution for intuitive robot command and fast robot programming is 
presented to assemble pins in car doors. Static and dynamic gestures are used to 
instruct an industrial robot in the execution of the assembly task. An artificial 
neural network (ANN) was used in the recognition of twelve static gestures and a 
hidden Markov model (HMM) architecture was used in the recognition of ten 
dynamic gestures. Results of these two architectures are compared with results 
displayed by a third architecture based on support vector machine (SVM). Results 
show recognition rates of 96 % and 94 % for static and dynamic gestures when the 
ANN and HMM architectures are used, respectively. The SVM architecture 
presents better results achieving recognition rates of 97 % and 96 % for static and 
dynamic gestures, respectively. 

Keywords Gesture spotting · Robot programming · Robotic assembly · Industrial 
robot 

1 Introduction 

Robot programming is a time consuming and monotonous task. In order to speed 
up this task several approaches have been proposed, the majority of them work 
similarly to a traditional joystick and make use of accelerometers, electromyogra-
phy and vision systems, besides that CAD-based systems have been extensible 
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explored. The big problem in these systems is the fact that they are limited to per-
form robot movements, or its user has to carry uncomfortable devices, and in 
some cases they are not intuitive. In order to make robots more user friendly and 
expand its use in industry, the way that a user interacts with a robot needs to be 
intuitive and no complex technical knowledge must be required. 

The purpose of this study is the development of an intuitive robot programming 
system based on performed gestures. In order to achieve a feasible solution able to 
identify gestures performed by users, a vision system is used and gestures per-
formed by a user are recognized by three different methods. The effectiveness of 
the proposed system is assessed through practical experiments identifying the 
recognition method that presents the best performance. Additionally, the system is 
tested in an industrial task of pin assembly in car doors. 

2 State of the Art 

Vision technology has been used in the recognition of human hands, face and 
body behaviors [1,2,3]. A major advantage of this technology is the fact that a user 
does not have to carry any device during the interaction process making the 
process more natural. In the last developments neither a mark is needed to be held 
by the user. A necessary requirement is the human presence in the vision sensor’s 
field of view. Vision systems have difficulty producing robust information when 
facing cluttered environments. Some vision-based systems are view dependent, 
require a uniform background and illumination, and a single person (full-body or 
part of the body) in the camera field of view. In addition, occlusion of some refer-
ence points can occur frequently which need to be coped with. 

There have been an increasing interest for gesture recognition using vision-
based interfaces, for hand, arm and full-body gesture recognition [4]. Vision-based 
solutions have been used for real-time gesture spotting applied to the robotics 
field. A recent study presents a motion tracking system combining vision, inertial 
and magnetic sensing for spatial robot programming using gestures [5]. The main 
limitation of this approach is related to complex path execution. An American sign 
language (SL) word recognition system, that uses as interaction devices both a 
data glove and a motion tracker system, is presented in [6]. Inertial sensors have 
also been explored for different gesture-based applications [7], [8].  

A number of machine learning techniques have been proposed to deal with ges-
ture recognition, the most explored techniques rely on artificial neural network 
(ANN), hidden Markov models (HMM) and support vector machine (SVM). Mitra 
and Acharya provide a complete overview of techniques for gesture pattern recog-
nition [9]. ANN-based problem solving techniques have been demonstrated to be a 
reliable tool in gesture recognition, presenting good learning and generalization 
capabilities. ANNs have been applied in a wide range of situations such as the 
recognition of continuous hand postures from gray-level video images, gesture 
recognition having acceleration data as input [10], full-body motion recognition 
for robot teleoperation and SL recognition [6]. The capacity of recurrent neural 
networks (RNNs) for modeling temporal sequence learning has also been demon-
strated [11]. Nevertheless, RNNs are still difficult to train. HMMs are stochastic 
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methods known for their application in temporal pattern recognition, including 
gesture spotting [12]. A survey on human-computer interaction using gesture rec-
ognition and vision-based systems as interaction technology was presented in [13]. 
It is concluded that research efforts are required to reliably recognize gestures in 
continuous and in relatively large libraries of gestures. 

In order to recognize dynamic gestures different approaches have been em-
ployed, for example using discrete HMM to recognize online dynamic human 
hand gestures [14] and using HMM for full body gesture recognition [15]. Recog-
nitions rates (RR) above 84 % were reported for a collection of seven dynamic 
gestures. A real-time system based on HMM was proposed by Kurakin et al. [16] 
for dynamic hand gesture recognition. This system takes into account variations in 
speed and human behavior as well as in hand orientations. A recognition rate of at 
least 76 % was achieved with this approach. Automatic recognition of facial emo-
tion based on feed forward ANN and support vector regressors was presented by 
Zhang et al. [17]. An interesting study in the field reports a neural-based classifier 
for gesture recognition with an accuracy of over 99% for a library of only 6 ges-
tures [18]. Other authors concluded that a hand contour-based neural network 
training is faster than complex moment-based neural network training but in the 
other hand the former proved to be less accurate (71%) than the latter (86%) [19]. 

3 Proposed Approach 

A gesture recognition system is proposed in this study to command and program 
an industrial robot. This gesture recognition system relies on an infra-red stereo 
vision system that provides features about the human hands of a user to an intelli-
gent recognition architecture. Three recognition architectures are approached and 
their results are compared among them. One of the recognition architectures based 
on ANN is used to recognize static gestures. On the other hand dynamic gestures 
are recognized in a second architecture based on HMM. Finally, a third architec-
ture based on SVM is used to recognize the same static and dynamic gestures. 

A Leap Motion Controller (LMC) provides a set of features x , also called a data 
frame, about human hands and wrists. In this study some of these features were 
chosen to be used in recognition of human hand gestures. The features used are 
presented in Table 1 for static gestures and in Table 2 for dynamic gestures. Each set 
of features is acquired at a rate of 40 Hz. The static gesture recognition is carried out 
at 40 Hz and the dynamic gesture recognition is carried out at 3 Hz. The frame ac-
quisition rate for recognition of dynamic gestures is lower because thirteen sets of 
features are required to perform the recognition of the dynamic gesture while just 
one set of features is required to perform the recognition of a static gesture. Different 
features are used for static and dynamic gestures, this is because: 

─ Number of gestures in the considered libraries; 
─ Number of differentiation variables required; 
─ Methods take a lot of processing time when the number of variables is higher; 
─ These gestures are better characterized/represented by different features. 
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Table 1 Features of static gestures 

Data Description 

1 2 3, ,x x x  x, y and z components of the normal vector to the palm hand, respectively 

4 5 6, ,x x x  x, y and z components of the palm hand direction vector, respectively 

7 8 9, ,x x x  x, y and z components of the thumb finger direction vector, respectively 

10 11 12, ,x x x  x, y and z components of the index finger direction vector, respectively 

13 14 15, ,x x x  x, y and z components of the middle finger direction vector, respectively 

16 17 18, ,x x x  x, y and z components of the ring finger direction vector, respectively 

19 20 21, ,x x x  x, y and z components of the pinkie finger direction vector, respectively 

Table 2 Features of dynamic gestures 

Data Description 

1 2 3, ,x x x  x, y and z components of the normal vector to the palm hand, respectively 

4x  grab property 

5x  x component of the thumb finger direction vector 

3.1 Artificial Neural Network 

The ANN architecture used in this study consists of 21 input neurons, a hidden 
layer with 21 neurons and in the output layer is used 12 neurons. Table 3 presents 
a detailed parametrization of the ANN which is shown in Fig. 1. W  represents a 
weight matrix, b  is a weight vector,   represents an activation function and y  
is the output of the ANN. 

 
Fig. 1 ANN architecture used in the recognition of static gestures 
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Table 3 ANN parameters 

Parameter Value 
Number of neurons in the input layer 21 
Number of neurons in the hidden layer 21 
Number of neurons in the output layer 12 
Activation function in the hidden layer asymmetric sigmoid function, σ = 1 
Activation function in the output layer asymmetric sigmoid function, σ = 1 
Learning coefficient 0.25 
Momentum 0.1 
Number of training cycles 10 000 
Updating rate (ms) 25 

3.2 Hidden Markov Model 

To recognize dynamic gestures the architecture based on HMMs shown in Fig. 2 
is used. s  represents the states of the HMM and a  is the state transition proba-
bility. Table 4 presents the parametrization used in this architecture. A HMM 
based on left-right model is used for each dynamic gesture. 

Table 4 HMMs parameters 

Parameter Value 
Number of HMM 10 
Number of states 20 
Number of symbols 3 
Stopping criterion - tolerance 0.01 

 

Fig. 2 Left-right model of a HMM 

3.3 Support Vector Machine 

An algorithm based on SVM was trained to recognize static and dynamic gestures. 
The number of SVMs used in this system is the same as the number of predefined 
gestures, i.e. 12 SVMs for static gestures and 10 SVMs for dynamic gestures. A 
comparative analysis among the outputs of the different SVMs is done. 
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In order to reduce the size of the data and at the same time preserve its informa-
tion, a transformation of the coordinate system was implemented. The data were 
normalized and transposed from Euclidian coordinate system to spherical coordi-
nate system resulting in unit vectors represented only by two angles. 

SVM is inherently a binary classifier that provides always an output as vali-
dated. However, the validated output can be wrongly classified and thus leading to 
false validations. In order to overcome these false classifications, the one versus 
one method was used and extended to deal with multi-class classification prob-
lems. 

n  SVM algorithms are trained for n  gestures, each algorithm is taught to dis-
tinguish one of the gestures apart from the rest. During the prediction the input 
feature vector feeds all of the n  pre-trained SVMs and each one provides an out-
come. The output of each SVM algorithm can assume one of the three following 
cases: 

─ A positive outcome from only one of the n  pre-trained SVM algorithms. In 
this case the gesture associated with that algorithm is assumed as recognized; 

─ Two or more positive predictions from the n  algorithms. In this case the result 
is assumed as uncertain considering the gesture as unrecognized; 

─ Negative predictions from all of the n  algorithms, then the gesture is consi-
dered as unrecognized. 

4 Experiments 

In order to test and assess the feasibility of the different proposed architectures, 
they are used in a practical experiment that consists in performing each gesture an 
hundred times and estimate its recognition rate. Figures 3 and 4 illustrate the static 
and dynamic gestures, respectively, used in this experiment. 

Additionally, each gesture was associated to a robot command or function as 
can be seen in Figs. 3 and 4. The system was used to generate of robot code for an 
industrial task of pin assembly in car doors. In a first stage a data file is generated 
on-line with all information required to program an industrial robot, such as posi-
tion, orientation and speed. After that, in a second stage, the previous data is pros-
processed and the robot code is generated. 

In order to develop the gesture recognition system, execute it and perform the 
tests, a personal computer with the characteristics shown in Table 5 was used as 
well as an industrial robot ABB IRB140 equipped with IRC5 controller, a Leap 
Motion Controller and mechanical tools for the assembly task. 

Table 5 Personal computer characteristics used in this study 

Processor Intel® CoreTM i7-4700HQ CPU @ 2.40 GHz (8CPUs) 
Memory 8GB 
Operating System Microsoft Windows 8.1 64 bits 
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Fig. 3 Static gestures 

 
Fig. 4 Dynamic gestures 
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5 Results and Discussion 

The results of the experiment are presented in Tables 6, 7, 8 and 9. In general the 
SVM architecture provides better RR than the other architectures (ANN and 
HMM). For the library of static gestures the ANN architecture provided a RR of 
96 % while the SVM architecture provided a RR of 97 %. These results are clearly 
better than the study carried out by Badi et al. [19] who achieved a RR of 86% for 
a library of just six gestures. The full recognition was not achieved due to inability 
of the system in differentiate dissimilarities of the gestures. This imposes to the 
user a more accurate manner in performing the gesture. Another reason for wrong 
recognition is because the fact that the user performs some involuntary move-
ments which provoke some dissimilarity in gestures. Finally, the occurrence of 
occlusion between the user hands or among his fingers leads the LMC to make 
wrong judgments about the scene and outputting wrong features. This effect is 
clearly visible in the recognition of the SG2 and SG3 which are wrongly recog-
nized between them. Other problem that frequently happens is the recognition of a 
gesture in the transition between two different gestures. The SG7 is frequently 
recognized between SG11 and SG12 and vice versa. In fact, the SG7 is recognized 
because it is really performed during a fraction of milliseconds. In order to cope 
with this situation, a condition was introduced. This condition consists of valida-
tion a static gesture just after it to be continuously recognized during a period of 
time. In resume, the SVM architecture are able to better differentiate the 12 static 
gestures proposed in this test case. 

In relation to the library of dynamic gestures a RR rate of 94 % was achieved 
with the HMM architecture while the SVM architecture provided a RR of 96 %. 
These are good results comparing to the study carried out by Bertsch and Hafner 
[15], which achieved a RR of 84 % for a library of just seven gestures, and Kura-
kin et al. [16] that achieved a RR of just 76 %. The hand shake introduce some 
wrong judgements about a DG this effect is higher with increasing distance be-
tween human hand and the center of the LMC. Some gestures trend to be recog-
nized even when there is no intention in perform them, an example of this kind of 
gesture is DG4. This occurrence is because there is a general tendency to perform 
a hand moving downward (DG4) when perform any gestures. 

It is clear that the SVM architectures provide better outcomes for the gesture 
recognition system. However, the adopted SVM architecture takes longer 
processing time than any of the other two architectures leading to slower 
responses. If the gesture recognition system was not limited by aquisition of data 
frame, robust static gesture recognitions could be obtained for the SVM 
architecture at a rate of 10 Hz while the ANN architecture could run at a rate of 80 
Hz. Although the SVM architecture provides a slower system, it is effective and 
quick enough to be used as robot interaction technology. 
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Table 6 Confusion matrix for SG – ANN architecture 

  Recognized gestores 
  #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 

Pe
rfo

rm
ed

 g
es

tu
re

s 
#1 90 5 5 0 0 0 0 0 0 0 0 0 
#2 0 80 20 0 0 0 0 0 0 0 0 0 
#3 0 5 95 0 0 0 0 0 0 0 0 0 
#4 0 0 0 100 0 0 0 0 0 0 0 0 
#5 0 0 0 0 100 0 0 0 0 0 0 0 
#6 0 0 0 0 0 95 5 0 0 0 0 0 
#7 0 0 0 0 0 0 100 0 0 0 0 0 
#8 0 0 0 0 0 0 0 100 0 0 0 0 
#9 0 0 0 0 0 0 0 0 100 0 0 0 
#10 5 0 0 0 0 0 0 0 0 95 0 0 
#11 0 0 0 0 0 0 2 0 0 0 98 0 
#12 0 0 0 0 0 0 0 0 0 0 0 100 

Table 7 Confusion matrix for DG – HMM architecture 

  Recognized gestures 
  #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 

Pe
rfo

rm
ed

 g
es

tu
re

s 

#1 83 0 0 17 0 0 0 0 0 0 
#2 0 93 0 5 2 0 0 0 0 0 
#3 0 0 95 5 0 0 0 0 0 0 
#4 0 0 0 100 0 0 0 0 0 0 
#5 0 0 0 2 98 0 0 0 0 0 
#6 0 0 0 9 2 89 0 0 0 0 
#7 0 0 1 1 0 0 98 0 0 0 
#8 0 0 0 4 0 0 0 96 0 0 
#9 0 0 0 5 3 1 0 0 90 1 
#10 0 0 0 0 0 0 0 0 0 100 

Table 8 Confusion matrix for SG – SVM architecture 

  Recognized gestores 
  #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 

Pe
rfo

rm
ed

 g
es

tu
re

s 

#1 100 0 0 0 0 0 0 0 0 0 0 0 
#2 0 93 7 0 0 0 0 0 0 0 0 0 
#3 0 7 93 0 0 0 0 0 0 0 0 0 
#4 0 0 0 100 0 0 0 0 0 0 0 0 
#5 6 0 0 0 94 0 0 0 0 0 0 0 
#6 7 0 0 0 0 93 0 0 0 0 0 0 
#7 0 0 0 0 0 0 100 0 0 0 0 0 
#8 0 0 0 0 7 0 0 93 0 0 0 0 
#9 0 0 0 0 0 0 0 0 100 0 0 0 
#10 0 7 0 0 0 0 0 0 0 93 0 0 
#11 0 0 0 0 0 0 0 0 0 0 100 0 
#12 0 0 0 0 0 0 0 0 0 0 0 100 

In order to obtain a feasible system with high recognition rates, the same static 
gesture has to be recognized by one of the recognition architectures for ten times 
consecutively before the gesture is considered as validated. On the other hand, a 
dynamic gesture is just validated after it is recognized by the system twice. 
Thirteen data frames,  photos of the gesture, are required to proceed dynamic 
gesture recognition. 
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The test bed performed with the presented system to command and program an 
industrial robot in the execution of an assembly task was carried out successfully. 
The introduction of conditioning in the recognition of the gestures, i.e. a SG and a 
DG is just considered as recognized after the system have already identify it five 
and two times consecutively, respectively, leads to achieve a RR of 100 %. Fig. 5 
illustrated the execution of the robotic assembly tasks being the industrial robot 
commanded by the proposed gesture recognition system. 

Instructing the robot with gestures results in a dramatic decrease in 
programming time, compared to traditional robot programming methods (using a 
teach pedant). Recurring to the proposed gesture recognition system to program 
the industrial robot in the execution of the proposed pin assembly task allowed the 
user to save about 20 % of the time that would be required if the traditional 
programing system was used. In addition, this system is intuitive and reduced 
setup time is required. 

To the best of our knowledge, approaches similar to ours have never been 
successfully deployed in real industrial or other scenarios. Thus, we see the main 
value of our system, as witnessed by our experiment, to operate robustly and solve 
real industrial problems. 

Table 9 Confusion matrix for DG – SVM architecture 

  Recognized gestures 
  #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 

Pe
rf

or
m

ed
 g

es
tu

re
s 

#1 91 0 0 9 0 0 0 0 0 0 
#2 0 90 0 7 3 0 0 0 0 0 
#3 0 0 93 7 0 0 0 0 0 0 
#4 0 0 0 100 0 0 0 0 0 0 
#5 0 0 0 0 100 0 0 0 0 0 
#6 0 0 0 10 0 90 0 0 0 0 
#7 0 0 0 0 0 0 100 0 0 0 
#8 0 0 0 2 0 0 0 98 0 0 
#9 0 0 0 4 0 0 0 0 96 0 
#10 0 0 0 0 0 0 0 0 0 100 

 
Fig. 5 Robot executing pin assembly task 
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6 Conclusions and Future Work 

A gesture recognition system was proposed to command and program an industri-
al robot. Static and dynamic gesture features are provided to the system that has 
implemented three different recognition architectures, i.e. an ANN to static ges-
tures, a HMM to dynamic gestures and a SVM architecture to static and dynamic 
gestures. All of the architectures provided high RR being the SVM the best one 
with 97 % and 96 % for a library of 12 static gestures and 10 dynamic gestures 
respectively. The similarity of the gestures and occlusion problems are preventing 
the RR improvement. 

Finally, as any other system intended for industrial use, an industrial robot 
equipped with this gesture recognition system has been deployed and tested in an 
industrial pin assembly task, showing its robustness and effectiveness. We believe 
that our gesture recognition system constitutes a significant step towards achieving 
more friendly robots, and that such an approach can ultimately increase competi-
tiveness of manufacturing companies. 
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